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Abstract

Automatic diagnosis code assignment from
clinical notes is an important problem since
performing it manually is error-prone and re-
quires considerable time and human resources.
To solve this multi-label classification prob-
lem, we use label representations obtained
from the label co-occurence graph to gener-
ate embeddings, which are fed into an atten-
tional convolutional network. Although the
method does not perform well, potential rea-
sons for sub-optimal results and possible im-
provements are discussed. Code: github.com/

mfilipav/auto-diagnosis

1 Introduction

The International Classification of Diseases (ICD)
provides a hierarchy of diagnostic codes for classi-
fying diseases and procedures. The assignment of
ICD codes to medical records is a tedious and error-
prone task which requires staff with extensive train-
ing. The goal of this work is to build a model that ac-
curately assigns ICD codes to the free-text discharge
summaries.

MIMIC-III [10] consists of hospital records col-
lected between 2001-2012, comprising over 58,000
hospital admissions and discharge notes for 38,645
adults and 7,875 neonates. It is a combination of
structured data (vital signs, laboratory tests, medi-
cations) and unstructured data (clinical notes). Here
we focus on the discharge summaries, a type of clini-
cal note, written when the patient leaves the hospital.
Each admission is linked to a discharge summary, and
tagged by multiple ICD codes, which are the labels
for the multi-label classification task.

Assignment of a set of ICD codes to the dis-
charge summaries obtained from MIMIC-III clini-
cal database is an extreme multi-label classification
(XML) task due to the large number of possible di-
agnosis codes. Current approaches in the literature
can be separated into three parts:

• Framing the problem as multiple binary classi-

fication tasks, as done by Baumel et al. [3] and
Mullenbach et al. [12].

• Ranking all available labels and choosing the
top k highest scoring labels, where k is deter-
mined by another network which decides on the
number of tags to be assigned to a document,
as seen in Rios and Kavuluru [18] and Du et al.
[6].

• Training different classifiers for each decision
point in ICD9 code hierarchy (see Perotte et al.
[14]).

Despite the popularity in XML literature of the
graph based embedding methods, which embed the
label co-occurrence graph to a latent space, we have
not came across a work which applies this tech-
nique to the specific problem of medical code multi-
label classification. Since diseases are not indepen-
dent events and tend to co-occur, we assume that an
embedding-based approach might increase the accu-
racy of current classifiers.

In this work, we utilized graph embedding meth-
ods to represent nodes in a continuous vector space.
These label embeddings are used to create represen-
tations for each discharge record. Then, we used con-
volutional neural networks (CNN) in order to regress
the document representation for each document. As
a final step, a modified version of k-nearest neighbor
algorithm is used for the final classification task.

2 Previous Work

2.1 Text Representations

Word embeddings represent words as vectors. Well-
known approaches for deriving embeddings are:
Glove [13], word2vec [11], fastText [10], and most re-
cently, BERT [5]. Recently, Biosentvec, a sentence
encoder trained on PubMed biomedical journal arti-
cles and MIMIC-III was released [21].
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2.2 Extreme Multi-Label Classifica-
tion

The objective in XML is to learn a classifier that can
automatically tag a data point with the most rele-
vant subset of labels from a large label set. Extreme
classification is an active research area, because it al-
lows the reformulation of commercial learning prob-
lems such as consumer recommendation and ranking.
Extreme classification is challenging as it necessitates
dealing with large number of labels, feature dimen-
sions and training points [16].

Sparse Local Embeddings for Extreme Multi-label
Classification (SLEEC) [4] is one example of XML-
method which relies on learning an embedding trans-
formation to map label vectors into low-dimensional
representation. SLEEC accurately predicts infre-
quently occurring labels by learning an ensemble of
local distance-preserving embeddings, thus exploiting
the similarity among labels to improve classification,
and learning the representations for clusters of labels.

Other popular methods learn a hierarchy from the
training data: a root node is initialized to contain the
entire label set, then the node partitioning formula-
tion is optimized to determine which labels should
be assigned to the left child and which to the right.
Nodes are recursively partitioned till each leaf con-
tains only a small number of labels. During predic-
tion, a novel data point is passed down the tree until
it reaches a leaf node. A base multi-label classifier
of choice can then be applied to the data point fo-
cusing exclusively on the leaf node label distribution.
This leads to prediction costs that are sub-linear or
even logarithmic if the tree is balanced. Tree based
methods often outperform 1-vs-All classifiers in terms
of prediction accuracy, yet are expensive to train.
FastXML [16] is faster to train then other state-of-
the-art tree-based methods, such as Multi-label Ran-
dom Forest [2] and Label Partitioning by Sublinear
Ranking [19].

2.3 Medical Code Classification

Automated ICD coding problem was actively ap-
proached over the past few years. Perotte et al. [14]
utilized the hierarchical structure of ICD9 codes to
build SVM classifiers, while Huang et al. [9] demon-
strated that deep-learning-based methods such as
CNN and RNN outperform conventional machine
learning approaches like one-vs-all SVM or Logistic
Regression. Most recently, a CNN is used to extract
features from discharge notes, while augmenting the
CNN with an external memory over a support set
consisting of similar documents Rios and Kavuluru

[18]. Prakash et al. [17] presented condensed memory
neural networks (C-MemNNs), that efficiently store
condensed representations in memory, thereby maxi-
mizing the utility of limited memory slots.

Baumel et al. [3] proposed HA-GRU (Hierarchical
Attention-bidirectional GRU), which outperformed
SVM, CBOW (continuous-bag-of-words) and CNN
approaches. They exploited two layers of bidirec-
tional GRU: encoding sentences applied over tokens,
and encoding the document applied over the encoded
sentences. Moreover, they used an attention mecha-
nism over the second GRU that allowed the model to
focus on the relevant sentences for each label. Simi-
larly, Du et al. [6] introduced a hierarchical approach
with LSTMs instead of GRUs.

2.4 Graph embeddings

Given a graph G = (V,E) a graph embedding is a
mapping: f : vi → yi ∈ Rd ∀i ∈ [n] such that
d << |V | and the function f preserves some proxim-
ity measure defined on graph G.

An embedding maps each node to a low dimen-
sional feature vector while trying to preserve the con-
nection strengths Si,j between vertices vi and vj .
An embedding preserving first order proximity is ob-
tained by minimizing

∑
i,j Si,j ||yi − yj ||22.

Recently, the focus of embedding research has
shifted towards the more scalable algorithms that can
be applied to graphs with million of nodes and edges.
Goyal and Ferrara [7] proposed a categorization of
embedding methods: Factorization, Random Walk
and Deep Learning based.

Factorization based algorithms represent the
connection between nodes in the form of a matrix
(adjacency, Laplacian, transition probability matrix,
etc.) and factorize it to obtain the embedding.
The factorization methods differ based on the ma-
trix properties: eigenvalue decomposition is used for
positive semidefinite matrices, and gradient descent
for unstructured matrices [7].

Random walks are used to approximate graph
properties such as node centrality and similarity.
They are especially useful when one can either only
partially observe the graph or if the graph is too large
to measure in its entirety. Three examples of such
embedding techniques to obtain label representations
are DeepWalk [15], Node2vec [8] and AttentionWalk
[1].

Deep Neural network based graph methods
such as Deep autoencoders are used for dimensional-
ity reduction due to their ability to model non-linear
structure in the data. More recent algorithms were
introduced to generate an embedding which captures
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the non-linearity in graphs [7].

2.4.1 DeepWalk

DeepWalk preserves higher order proximity between
nodes by maximizing the probability of observing
the last k nodes and the next k nodes in the
random walk centered at vi, i.e. maximizing the
logP (vi−k, . . . , vi−1, vi+1, . . . , vi+k|Yi) where 2k+1 is
the length of the random walk. The model generates
multiple random walks each of length 2k+ 1 and op-
timizes each random walk. A dot-product based de-
coder is used to reconstruct the edges from the node
embeddings [15].

2.4.2 AttentionWalk

AttentionWalk differs from methods above, in that
the parameters such as the length of a random walk
can be learned via training and backpropagation, in-
stead of manual tuning. It is a novel attention model
on the power series of the transition matrix, which
guides the random walk to optimize an upstream ob-
jective. Attention parameters are utilized exclusively
on the data itself (e.g. on random walk) but are not
used for inference[1].

2.5 Multi-label k-NN

A multi-label lazy learning approach named ML-
KNN [20], is derived from the traditional K-nearest
neighbour (KNN) algorithm. Given a training set of
instances with known label sets, the task is to build
a multi-label classifier to predict the label sets of un-
seen instances.

The goal is to create the category vector yt for a
given test instance t where its lth component takes
the value 1 if t belongs to class l and 0 otherwise.
Firstly, for the test sample t ML-KNN identifies its
KNNs N(t) in the training set. After that, we count
the number of neighbours of the test instance t which
belong to the lth class to get the membership counting
vector :

Ct(l) =
∑

a∈N(t)

ya(l)

Consequently, maximum a posteriori (MAP) princi-
ple is used:

yt(l) = argmax
b∈{0,1}

P (H l
b|El

Cl
t
)

where H l
1 is the event that t has label l, whereas H l

0

be the event that t has not label l ; El
j(j ∈ 0, 1, ...,K)

is the event that t has exactly j neighbours with label
l.

It can be shown that by using the Bayesian
rule the above formula can be rewritten through
prior probabilities P (H l

b) and posterior probabilities
P (El

Cl
t
|H l

b). In fact, these probabilities can be es-

timated from the training set based on frequency
counting.

Zhang and Zhou [20] showed that ML-KNN out-
perfoms BoosTexter, AdaBoost and Rank-SVM algo-
rithms on three different tasks: Yeast gene functional
analysis, natural scene classification and automatic
web page categorization. It is worth to note that the
choice of k does not significantly affect the perfor-
mance of the algorithm. However, the experiments
that the authors conducted consisted of 5-40 cate-
gories with around 2-5 labels in average per instance,
which is significantly less than in our XML problem.

2.6 Convolutional Attention for
Multi-Label classification (CAML)

We build our study based on a state-of-the-art model
by Mullenbach et al. [12] which predicts a set of codes
for both ICD-9 diagnoses and procedures, and is com-
posed of shared embedding and CNN layers between
all codes and an individual attention layer for each
code. This allows the model to learn appropriate doc-
ument representations for each label. Furthermore,
the model incorporates the text descriptions for each
code, by training an embedding for them, thus en-
couraging the parameters of rare codes to be similar
to the parameters from codes with similar descrip-
tions. Their best model, which reached a micro F1-
score of 53.9% on MIMIC-III, is interestingly also the
base model without the secondary embedding with
code descriptions.

Figure 1: CAML architecture with per-label atten-
tion shown for one label. In a max-pooling architec-
ture, H is mapped directly to the vector vl by maxi-
mizing over each dimension.
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2.6.1 Convolutional architecture

Overall architecture of CAML is shown in Figure
1 taken from Mullenbach et al. [12]. We store our
embeddings in matrix X = [x1, ..., xN ] ∈ Rde×N ,
where N is the total number of words, each repre-
sented by a de-long embedding, are vertically con-
catenated. The length of each document is trun-
cated to N = 2, 500 words. For each document in
the training set, embeddings pass through a convo-
lutional filter Wc ∈ Rk×de×dc to form a zero-padded
matrix H ∈ Rdc×N , where de, dc, k are the size of
the input embedding, the size of the filter output,
and the filter width, respectively. Thus, at each to-
ken n the following non-linear activation is computed:
hn = g(Wc ∗ xn:n+k−1 + bc), with a convolutional op-
erator ∗, activation function g and bias bc ∈ Rdc .

2.6.2 Per-Label Attention

Since each discharge summary is labeled with mul-
tiple codes, we want to dissect the relevant combi-
nations of words that activate the network for each
label l ∈ L. To this end, each label is parameterized
with ul ∈ Rdc , and we generate an attention distri-
bution vector, αl, of the most likely locations in the
document:

αl = SoftMax(HTul)

Eventually, we compute the vector representations for
each label,

vl =

N∑
n=1

αl,nhn

2.6.3 Classification and Training

In the output layer we classify the document repre-
sentation for a given vector l with:

ŷl = σ(βT
l vl + bl),

where σ(x) is sigmoidal nonlinearity, while βl ∈ Rdc

are learned model parameters with biases bl. Dur-
ing testing, the output values greater than 0.5 are
assigned as present (1) and the rest are assigned as
absent (0).

As a training objective we use the binary cross
entropy loss on the last layer’s outputs:

LBCE(X, y) = −
L∑

l=1

yl log(ŷl) + (1− yl) log(1− ŷl)

3 Models and Methods

The classification scheme used (Figure 2) in our ap-
proach is highly similar to Zhang et al. [21]. Instead of

using label vectors as the target variables directly, we
obtained label embeddings by using AttentionWalk
algorithm, and aggregated label embeddings corre-
sponding to each document to obtain a new target
vector which is lower dimensional. Then, we used
CAML architecture [12] for multi-target regression of
these document embeddings (see section 2.6). Result-
ing document embeddings are mapped to the label
power set using ML-KNN algorithm.

Figure 2: Multi-label Classification scheme for medi-
cal discharge records

3.1 Pre-processing

Each document is pre-processed by following steps:

• Remove all de-identified information marked by
[** deidentified-info**]

• Remove all numerical tokens and replace them
with ”num”. This is an important step since
target ICD9 codes can be encountered in the
discharge records.

• Lowercase the document.

• Remove English stop words.

After the pre-processing, documents are tokenized
using regular expression ((?u)\b \w \w+ \b) to to-
kenize each document and used a vocabulary size of
40,000 to create a dictionary. Any token which is not
included in the vocabulary is mapped to ”UNK” to-
ken. As a final step, document size is limited to 2,500
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AUC F1 P@n
Model macro micro macro micro 8
SVM (tf-idf) - - 0.034 0.379 -
Logistic Regression (tf-idf) 0.870 0.974 0.016 0.354 0.434
CNN (Mullenbach et al. [12]) 0.806 0.969 0.042 0.402 0.581
CAML (Mullenbach et al. [12]) 0.895 0.986 0.088 0.539 0.709
HAN (Baumel et al. [3]) - - - 0.405 -
Our approach 0.536 0.948 0.014 0.250 0.242

Table 1: Results for MIMIC-III discharge record multi-label classificat

tokens. Shorter documents are padded using ”PAD”
token. For word embedddings, word2vec embeddings

that are trained on the training set is used. Each
document is transformed to a (300 x 2,500) matrix.

3.2 Graph Embeddings

We used AttentionWalk model to train 256 dimen-
sional label embeddings. For each document, corre-
sponding label embeddings are aggregated by taking
by averaging. Resulting representation of the doc-
ument is used as the target vector for multi-target
regression.

3.3 Regression

For multi-target regression, CAML architecture as
demonstrated in Section 2.6 is used. We used a fil-
ter size of 15 and trained 256 filters. A dropout with
probability of 0.2 is applied after the embedding layer.
Mean squared error is used as the loss function.

LMSE(Y, Ŷ ) = − 1

n

N∑
n=1

(Y − Ŷi)2

For training, used Adam optimization (learning
rate 0.0001) and trained our model for 100 epochs
with a batch size of 32.

3.4 Classification

To map the label embedding space back to a binary
vector which represents the label power set, we used
ML-KNN algorithm. We set k = 3 and smoothing
parameter s = 0.5.

4 Results and Discussion

For evaluation, we used a train-test split of 90%-10%.
Our results are disappointing, the classifier performed
significantly worse than our soft baseline (Table 1).

To understand whether this under-performance
is due to the embeddings learned by AttentionWalk

model, representations for the test label sets are cre-
ated by averaging embeddings corresponding to each
label, then classified using the ML-KNN algorithm.
Using this method, we obtained 0.475 f1-micro score
on the test set, which implies there is a problem about
the label embeddings or the aggregation method. We
still believe that a label embedding method would im-
prove the discriminative ability of classifiers. Possible
reasons for our performance are listed below:

• Similar to this work, SLEEC uses k-nearest
neighbors algorithm in order to make its clas-
sifications; since the algorithm is designed to
learn embeddings which preserve pairwise dis-
tances between close label vectors, the method
is more compatible with KNN. However, this is
not the case for the embeddings learned by At-
tentionWalk model. Hence, we trained various
classifiers including multi-layer perceptron and
support vector machines for the final classifica-
tion which did not yield any improvements on
the scores.

• Averaging is used for the aggregation of the
label embeddings to get document representa-
tions. A more sophisticated model could be
used to get more better document representa-
tions.

5 Summary

We tried to exploit label co-occurence information by
learning label embeddings using AttentionWalk algo-
rithm to tackle the extreme multi-label classification
of digital health records. We obtained document rep-
resentations by aggregating label embeddings gener-
ated by AttentionWalk, then used CAML by Mullen-
bach et al. [12] to regress these representations. Fi-
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nally, we used ML-KNN for multi-label classification
to obtain a set of labels.

Results show that our approach could not surpass
simple machine learning algorithms. We suggest pos-
sible flaws in our approach that might lead to unsat-
isfactory results and possible areas of development.
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